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Silent trial evaluation



What is a silent trial?

• Mature algorithm is implemented into live clinical 
environment, run in real-time in ‘silent mode’ (i.e., 
predictions are not used clinically)
• Testing a hypothesis: does the model have ecological 

validity? 
• Protects patients/participants against common AI failures: design or 

implementation failures, missing safety features (engineering); 
robustness issues (post-implementation) (Raji et al., 2022)

• Two goals:
• Empirical: establishing reliable clinical performance characteristics
• Ethical: clinical equipoise

McCradden et al., 2022 AJOB; McCradden, Stephenson, & Anderson, 2020 Nat Med



The silent trial and clinical equipoise

• Healthcare institutions have a positive duty to use evidence 
to promote and protect patients’ interests and wellbeing 
ß[tension!]à Healthcare also looks to advance practice to 
continually improve itself

• Equipoise is the resolution for this state of dissonance
• If a community of experts holds genuine uncertainty about whether 

a proposed intervention may be superior to the current standard 
(Freedman, 1987)

• When equipoise is met, the ethical justification for initiating a 
clinical trial is met

• Promotes interests of patients/participants, prevents research 
waste

McCradden et al., 2022 AJOB; McCradden, Stephenson, & Anderson, 2020 Nat Med



Empirical goal: distributive justice

• Distributive justice: establishing facts about the distribution 
of benefits and burdens of a given system
• Identify groups on whom subgroup-specific evaluations are 

relevant
• Compare the subgroup performance across multiple metrics
• Reverse prediction to identify potential signal (Banerjee et al, 2021)

• Failure cases
• Qualitative exploration of failure cases (Rettberg, 2022)
• Medical algorithmic audit (Liu et al., 2022)

• Empirical foundation for ethical decision-making

Guided by: “Towards a Standard for Identifying and Managing Bias in Artificial Intelligence” NIST Special 
Publication 1270; “Algorithmic Bias Playbook” The Center for Applied Artificial Intelligence.



Additional opportunities
• Patient, family, community engagement in the 

implementation and design
• Human factors
• Clinical utility (actionability)
• Visualizations, interface design
• Identify education need(s)



Silent trials and LMICs 

• Accountability: conducting a silent trial prior to 
purchasing or testing an AI system protects patients’ 
interests and guards against AI failure

• Community relevance: silent trial offers a testing 
period to tailor to the local workflow and user 
characteristics and values

• Ethics (equity, equality): offers a structure for the 
empirical foundation for making ethical design 
decisions to advance the interests of patients 
experiencing relative disadvantage



Some examples from our context
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