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Brief description of the context 
This paper addresses a specific governance issue associated with research ethics frameworks 
that are currently used for artificial intelligence (AI) research - their lack of a normative 
consideration for the adverse environmental impacts associated with AI research endeavours. In 
the Commentary section, this paper makes a case for why environmental considerations are 
important to include in an AI research ethics framework. In the Recommendations section, it draws 
on the commonly used international research ethics framework proposed by Emanuel et al. (2008)1 
to propose what such a framework could look like.  
 
Commentary 
Dominant research ethics paradigms have historically revolved around ethics principles that are 
concerned with the protection, rights, safety, and welfare of individual research participants. Strong 
criticism has long existed about the appropriateness of placing individual risk at the focus of 
research ethics frameworks. Much of this criticism has pointed to the need to consider 
communitarianism2-5, i.e., the need to consider the moral status of the community in research 
ethics considerations. Community harms are viewed as more than the sum of individual values 
and interests and relate to questions associated with whether communities will be beneficiaries of 
the research, or even whether they share the same goals as the researchers6, 7. For example, 
Tsosie et al. (2019) argue that in genomics research, individualising risk dismisses a deeper 
examination of the systemic barriers to health that are imposed on minorities, and by doing so, 
collective health status is overlooked8. In AI research specifically, the community is a central 
consideration for research ethics because many of the potential harms that can come from AI 
research are likely to be group-based harms. Consider, for example, how an AI algorithm to detect 
skin cancer was shown to have been optimised for fair skin, being less able to detect Melanoma 
on darker skin9. To address these concerns, Emanuel and Weijer (2005) have emphasised an 
ethical principle of 'respect for community' to sit alongside other more individually focused ethical 
principles. This requires researchers to devote attention to understanding the socio-political impact 
of research on communities as a whole and not only on individuals6.  
 
While considerations of community harm have expanded the moral status considerations of 
research ethics frameworks beyond those focused on individual risk alone, many (though not all) 
have stopped short of considering the adverse environmental (and consequential human health) 
harms generated from the manufacturing, use, and waste disposal of equipment, tools, and 
technologies associated with research. In the AI research field, these adverse 
environmental/health harms are associated with the large amounts of electricity consumed to 
power and cool equipment in data centres – the large warehouse scale buildings where the data 
that underpins the digital revolution and AI methodologies is located. They are also associated 
with the electricity needed to power the training of algorithms being developed during health-
related research: some of these algorithms are particularly energy hungry (for example, the training 
of one particular AI algorithm has been calculated to be equivalent to the energy needed to power 
a trans-American flight10). This electricity consumption contributes towards climate change when 
fuelled by non-renewable energy sources, and climate change is characterised by both 
environmental and human health harms. These harms are becoming particularly acute in lower-
to-middle-income countries where there are less resources to help communities to withstand 
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extreme climate effects.11 Furthermore, in lower-to-middle income countries, where electricity 
supply is relatively unstable, the electricity demand could mean that local communities may 
experience harms due to further exacerbation of brownouts and/or black-outs. While the converse 
could be true–that the investment in data centres improve electricity infrastructure for local 
communities, ethnographic research has questioned the promise of data centres to bring benefit 
to communities, and there have been reports of, for example, data centres drawing resources away 
from farmers in areas of low water supply.12 
 
Other adverse environmental/health harms are associated with the extraction of minerals 
necessary to manufacture digital technologies upon which data can be stored and processed, 
which can adversely impact biodiversity in local mining areas. In unregulated environments, 
individuals who live and/or work in or near mines can also be exposed to environmental harms 
that promote poor health outcomes and therefore raise environmental justice issues. Further along 
the product pathway, manufacturing digital objects produces toxic emissions that can leach into 
local environments, also posing health issues. Finally, obsoleteness is a concern: AI and digital 
research often need to run on the most up-to-date software, meaning that digital servers need 
relatively frequent replacing. Many digital objects are not recycled formally, and often end their 
lives in electronic-waste (e-waste) dumps in lower-to-middle income countries (possibly after 
secondary use (or not)). Individuals and families come to these dumps to make a living because 
they can extract precious minerals for re-sell. However, environmental concerns have been raised 
because doing so requires the use, or leads to the leaching of, toxic (including many carcinogenic) 
chemicals that have been shown to now be present in these landfills in dosages far above those 
recommended13.  
 
Although some scholars expect that the continuing efficiency improvements in digital technologies 
will address many of these concerns, others expect efficiency improvements to lead to 
consumption increases rather than decreases. This has been a historical pattern known as a 
rebound effect14. Given these environmental impacts, while the use of AI is considered a potential 
enabler for many sectors, including healthcare and access to care, it is not a no-cost solution. This 
is now something that is recognised in the AI ethics community and there have been calls to 
consider these environmental impacts in decision-making. However, these issues have not been 
discussed within the research ethics literature. This is a concern: health research has a special 
interest in addressing environmental impacts, not only as a matter of international priority, but also 
as a commitment to health15. In the below section, this is addressed through modifying specific, 
relevant aspects of Emanuel et al.’s (2008)1 international research ethics framework.  
 
Recommendations 
A research ethics framework that includes considerations associated with the adverse 
environmental impacts of AI research endeavours requires modification of the following 
substantive principles in Emanuel et al.’s (2008)1 research ethics framework: 
 

-Social value. Health research must have a reasonable potential to benefit participants, 
community, and/or society. Consideration must also be given to potential harms/benefits 
(mentioned in the previous framework), including to the environment (not made explicit 
previously). Research that promises potential health benefit to a small number of 
individuals/communities, but which does not consider how this benefit will be accessible to 
all, nor how the adverse risks associated with this benefit – such as those towards the 
environment – have been considered, should not be considered as having social or 
environmental value.  
 
-Respect for persons, communities, and environment (stated as ‘respect for participants’ 
and ‘community partnership’ in previous framework). For AI health research, ‘respect for 
persons and communities’ entails respecting all of those affected by the research. ‘Respect 
for environment’ means being attentive to the adverse environmental impacts that can 
emerge from using digital technologies during research and taking steps to reduce them.  
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-Fair collection, storage, and use of data (previously ‘fair participant selection’). For AI 
model development and training, fair collection, storage, use, linkage, and sharing of data 
is vital. Researchers must also be cognisant of the composition of datasets they use, and 
any possible biases (what categories are present/missing in the data? How is data 
categorised and by whom? What implicit assumptions come from these categories? How 
diverse is the data and what are the limitations of the datasets being used?). Furthermore, 
attention should be focused on benefit sharing of research outcomes.  
 
-Fair consideration of those affected by the research process (previously ‘fair participant 
selection’ - additional recommendation). Consideration must be given to the environmental 
justice issues associated with those involved in the manufacture, use and disposal of digital 
tools used during the research process. This is particularly the case because those 
individuals and communities most affected by the adverse environmental and health 
impacts of research are the least likely to benefit from any potential health benefits that 
may or may not arise from the research, meaning that there is an inequitable burden of 
adverse research outcomes. 
 
-Favourable risk/benefit ratio. Risk benefit considerations for AI research need to go 
beyond including those affected by partaking in the research and/or affected by the 
research outcomes (as previously stated in the framework), but also those affected by the 
manufacture of digital products used during the AI research process, and the subsequent 
disposal of digital research products and e-waste.  

 
It is proposed that these adaptations to the Emanuel et al. framework can and should be applied 
by all researchers, research ethics committees that review AI (health) research, and those that 
shape the research policy agenda more broadly. However, the context of these principles will vary 
dependent on each of the practices:  
 

-For researchers and research ethics committees. Attention should be paid to where data 
is going to be stored, with the use of differential storage of data (long and short latency 
times) to reduce energy costs where possible. Algorithms must be optimised for 
environmental considerations. Considerations of obsoleteness require new computers to 
be bought only when necessary and, where possible (institution permitting) these should 
be repurposed. A recycling plan should be put in place for the research. See Lannelongue 
(2021) for more in-depth guidelines16. 
 
-For research policymakers. Policymakers must not solely rely on the increasing efficiency 
of digital technologies to reduce the adverse environmental impacts associated with digital 
technologies. Rather, they must put constraints in place to ensure that as efficiencies 
improve, consumption does not increase. This could be achieved by constraining the level 
of resources provided to AI researchers. Resources could be shared more equally with 
those research proposals that use methodologies that have lower environmental costs. 
Such research often focuses on addressing the social/political/economic determinants of 
health, which, if addressed, have been shown to lead to more significant positive 
population health outcomes compared to those produced through clinical medicine.  

 
There are limitations to implementing such a framework, including the incomplete data associated 
with changing practices to address specific environmental impacts, which is compounded by the 
often lack of transparency from private data storage and processing companies, or their incomplete 
knowledge. Nevertheless, the above changes could be implemented without this evaluative data 
with the driving goal of reducing consumption.  
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